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ABSTRACT
While enjoying the great achievements brought by deep learning
(DL), people are also worried about the decision made by DL mod-
els, since the high degree of non-linearity of DL models makes the
decision extremely difficult to understand. Consequently, attacks
such as adversarial attacks are easy to carry out, but difficult to
detect and explain, which has led to a boom in the research on local
explanation methods for explaining model decisions. In this paper,
we evaluate the faithfulness of explanation methods and find that
traditional tests on faithfulness encounter the random dominance
problem, i.e., the random selection performs the best, especially
for complex data. To further solve this problem, we propose three
trend-based faithfulness tests and empirically demonstrate that
the new trend tests can better assess faithfulness than traditional
tests on image, natural language and security tasks. We implement
the assessment system and evaluate ten popular explanation meth-
ods. Benefiting from the trend tests, we successfully assess the
explanation methods on complex data for the first time, bringing
unprecedented discoveries and inspiring future research. Down-
stream tasks also greatly benefit from the tests. For example, model
debugging equipped with faithful explanation methods performs
much better for detecting and correcting accuracy and security
problems.
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1 INTRODUCTION
In the past ten years, with rapid advances in the field of deep
learning (DL), data-driven approaches have drawn lots of attention.
They have made great progress in many fields, including com-
puter vision [23, 38], speech recognition [20, 61], natural language
processing [54, 62], etc. One of the main benefits of data-driven
approaches is that, without needing to know a theory, a machine
learning algorithm can be used to analyze a problem using data
alone. However, on the other side of the coin, DL models are hard
to explain without the theory. Neither can researchers understand
why the DL models make a decision. A well-known problem is
adversarial examples (AEs), which mislead a DL model by adding
human-imperceptible perturbations to the natural data [19]. These
perturbations are imperceptible by humans, but impact the decision
of the model. To fill the gap between model decisions and human
cognition, researchers develop various techniques to explain the
prediction results [51, 56, 57]. Obviously, an ideal technique should
explain a model’s predictions in a human-understandable andmodel-
faithful manner [32, 68]. That is, the explanation should be mean-
ingful to humans and correspond to the model’s behavior in the
vicinity of the instance being predicted. The risks of deep learning
models further propel the advance of explanation methods, which
are popularly used to build secure and trustworthy models [12],
such as model debugging [5, 71], understanding attacks [55, 64]
and defenses [50] of DL models.

In this paper, we compare popular local explanation methods
theoretically and experimentally. Specifically, we implement ten
typical methods for comparison. Figure 1 compares the results of
Saliency map [57], Integrated Gradient [60] and LIME [51] on a vul-
nerability detection model trained with VulDeePecker dataset [41].
The contribution of “wcscpy” in the second line differs among the
three explanation methods. In Figure 1(b), “wcscpy” has positive

ar
X

iv
:2

30
9.

05
67

9v
1 

 [
cs

.L
G

] 
 9

 S
ep

 2
02

3

https://doi.org/10.1145/3576915.3616605
https://doi.org/10.1145/3576915.3616605


CCS ’23, November 26–30, 2023, Copenhagen, Denmark Jinwen He et al.

Figure 1: The importance of words identified by three expla-
nation methods. The darker the color, the higher the contri-
bution score.

contribution, while in Figure 1(c), “wcscpy” has negative contri-
bution. In Figure 1(d), “wcscpy” has almost no contribution. It is
observed that the similarity between the results of different expla-
nation methods is small. Thus, it is highly needed to assess the
faithfulness of explanation methods, which is also highly challeng-
ing. The main difficulty lies in the lack of ground truth, where
contemporary assessments cannot accurately determine the con-
sistency of the explanation with model prediction. Most of these
methods rely on the hypothesis to assess explanations that the per-
turbations imposed to more important features can positively make
a larger change to the model prediction. However, this hypothesis
suffers from one significant limit, undermining the faithfulness
assessment. This limit is dubbed as random dominance.
Randomdominance inmodel explanation.Take the assessment
method– feature reduction [11, 14, 22, 66] as an example, where
the difference in prediction scores is measured when important
features of the input are deleted. In Figure 2, deleting the outputs
by Saliency (Figure 2(b)) lowers the prediction score by 72.33%, and
deleting Integrated Gradient’s output (Figure 2(c)) reduces the score
by 72.39%. Figure 2 shows the remaining features after removing
important features. From the results, the important features tagged
by the two methods are very different, but the prediction scores
drop a lot for both methods. Surprisingly, if we randomly delete
20% of the input (Figure 2(d)), the score can be reduced by 88.13%,
even larger than the two explanation methods. The randommethod
can never be a good explanation.

To solve the problem, we design three new trend tests for expla-
nation assessment: the evolving-model-with-backdoor test (EMBT),
partial-trigger test (PTT), and evolving-model test (EMT). Instead
of destructing important features, we gradually evolve either a
model or a sample, and form a series of test pairs ⟨𝑚𝑜𝑑𝑒𝑙, 𝑠𝑎𝑚𝑝𝑙𝑒⟩.
It enables the models and samples to stay in distribution since the
model can continuously learn from the samples during evolution,
and the evolution of samples is limited within the cognition scope
of the model. We employ the probability and loss function as an
indicator to quantify model behaviors and then calculate the corre-
lation with explanation results. Based on these trends, we perform

Figure 2: The percentage of score decline after removing
20% of the most important or randomly selected words. The
random method shows the most significant drop in the pre-
diction score.

extensive evaluations and analysis of various explanation methods
through trend tests and traditional tests. Specifically, we explore
the following research questions:
• RQ1: How well do the traditional tests work? What are the
advantages of trend tests over traditional tests? (See Section 4.2)

• RQ2:What factors affect the faithfulness of explanation meth-
ods? (See Section 4.3)

• RQ3: Do downstream applications such as model debugging
work better when using the explanation method chosen by trend
tests? (See Section 5)
Through the evaluation, we have the opportunity to assess the

explanation methods and gain unprecedented findings. We find
that all explanation methods seem to be unable to handle complex
data, as indicated by traditional assessment tests. However, our
newly designed tests report that some methods (e.g., Integrated
Gradient [60] and Integrated SmoothGrad-Squared [58, 60]) can
work well. The reason is mainly due to the random dominance
problem existing in the traditional tests, which leads to the wrong
results of the evaluation report. Furthermore, model complexity
seems less important to the explanation methods’ faithfulness than
data complexity; but the parameters used by the explanation meth-
ods are essential. Some researchers are in favor of the parameters
that can generate more explainable features (to humans) but ignore
faithfulness. Our trend tests can address this problem by suggesting
the most suitable parameters from candidate ones, resulting in the
best faithfulness. Moreover, trend tests are applicable to multiple
types of models for various tasks, such as images, natural language,
security applications, etc. Finally, we demonstrate the effectiveness
of trend tests using a popular downstream application, model de-
bugging. For a given DL model, trend tests recommend explanation
methods with higher faithfulness to better debug the model, making
it secure and trustworthy.
Contributions. Our main contributions are as follows:
• We develop three novel trend tests (EMBT, PTT, and EMT) to
handle the random dominance problem. They are experimen-
tally proven to be effective in measuring the faithfulness of an
explanation method and getting rid of the random dominance
problem. All the code and extra analysis are released for further
research: https://github.com/JenniferHo97/XAI-TREND-TEST.
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• Through the experiments, we identify the limitations of previous
assessment methods and quantify the influence of multiple fac-
tors (i.e., data complexity, model complexity, parameters) over
explanation results.

• We demonstrate that trend tests can recommend more faithful
explanation methods for model debugging and thus better detect
spurious correlations in DL models.

2 BACKGROUND
2.1 Explanation on DNN
The high degree of non-linearity of DL models makes it difficult
to understand the decision, so security cannot be guaranteed [19].
Such dilemma motivates research on explanation techniques for
DL models [40, 76], aiming to explain DL models’ decisions [5]
and understand adversarial attacks [15, 64] as well as defenses [75],
thereby paving the way for building secure and trustworthy models.
Explanation methods can be categorized as global explanation and
local explanation in terms of the analysis object [12]. In this paper,
we focus on local explanation methods. Without loss of generality,
we define the explanation method for input as follows.

Definition 1. (Local Explanation) Given a model F : X → Y,
an explanation method 𝐼 : (X, F ) → 𝜙 . For any test input X, the
explanation method gives the importance score 𝜙 for each feature of
X, where 𝜙 has the same dimensions as X.

Assuming that {𝑥1, 𝑥2, · · · , 𝑥𝑛} is the feature set of instance X
and {𝜙1, 𝜙2, · · · , 𝜙𝑛} is the importance score set of the explanation
𝜙 , 𝑥𝑖 is important for the explanation if 𝜙𝑖 ≥ 𝜖 where 1 ≤ 𝑖 ≤ 𝑛

and 𝜖 is often empirically configured. Local explanation methods
can be either white-box or black-box methods. If one explanation
method is dependent on the hyper-parameters and weights of the
model, it is a white-box method. Otherwise, it is a black-box method.
Saliency map [57] is a typical white-box method, which computes
gradients of the input. Although simple and easy to implement,
the Saliency map suffers from the gradient saturation problem and
is sensitive to noise. Integrated gradient (IG) [60] moderates the
gradient saturation problem by considering the straight-line path
from the baseline to the input and computes the gradients at all
points along the path. SmoothGrad [58] tries to reduce the sensitiv-
ity of the gradient by adding Gaussian noise to the input and then
calculating the average of the gradients. SmoothGrad-Squared (SG-
SQ) [26], VarGrad (VG) [3] and Integrated SmoothGrad-Squared
(SG-SQ-IG) [26] are common variants of the above methods. Deep
Learning Important FeaTures (DeepLIFT) [56] alleviates the gra-
dient saturation by using the difference between the input and
the reference point to explain the importance of input features.
The black-box methods are perturbation-based. Kernel SHAP [44]
and LIME [51] mutate the input randomly. LIME [51] leverages
superpixel segmentation [2] to improve efficiency in image tasks.
Occlusion [69] uses a moving square to generate perturbed input.
Occlusion [69] directly uses the target classification probability
as the metric. The lower the probability caused by the mutated
input, the more important the features. Based on the local linearity
assumption of the neural network decision boundary, LIME [51]
trains a surrogate linear model using the perturbed data and labels.

The weights of the linear model reflect the importance of the fea-
ture. SHAP [44], derived from cooperative game theory, calculates
Shapley values as feature importance.

2.2 Relationship between explanations, models
and humans

An explanation system usually includes the interaction between
explanation methods, models, and humans. Prior work that as-
sesses faithfulness falls into two types: human-understandable and
model-faithful. The human-understandable assessments focus on
the correlation between explanation methods and human cogni-
tion [32]. Unfortunately, explanation methods cannot reveal all
the knowledge learned by the model precisely. Therefore, it has
not yet reached the stage where we can assess the correlation
between explanation methods and human cognition. Under such
circumstances, we should evaluate the explanation methods in a
model-faithful way. The model-faithful assessments focus on the
correlation between the explanation method and the model [22].
A common way is to mask some important features tagged by the
explanation method and then observe the decline in the model pre-
diction probability. The more the probability decreases, the more
important the masked features are. However, randomly masking
some features may also cause a significant decrease in model predic-
tion probability. We refer to this as the random dominance problem.
To overcome this problem, we propose trend tests, which use in-
distribution data and are applicable in more scenarios. After the
model-faithful assessment, the user can select a faithful explanation
method to explain the model, fix the bias and improve the security
and trustworthiness of the model. Ultimately, consistency in ex-
planation methods, model decisions, and human cognition can be
achieved.

3 DESIGN OF FAITHFULNESS TESTS
In this section, we first provide a high-level definition of faithfulness.
Then we briefly introduce traditional evaluation methods and de-
sign three trend-based tests, i.e., the evolving-model-with-backdoor
test (EMBT), partial-trigger test (PTT), and evolving-model test
(EMT), to assess the faithfulness of explanation methods.

3.1 Problem Definition
A local explanation is faithful if its identified features in the input
are what the model relies on for making the decision. However, it
is non-trivial to evaluate the faithfulness of an explanation method,
as indicated in Figure 1 and 2. The formal definition of faithfulness
varies across studies [18, 22]. In this section, we first review the
definition of the traditional faithfulness tests from previous work
and then present our new trend tests in the next section. Below we
use 𝜌 to denote faithfulness.

Traditional Faithfulness Tests. There are three common tests for
the local explanation, i.e., synthesis test, augmentation test and re-
duction test [22, 66]. These tests are widely used as SOTA methods
in recent research [17, 18]. The intuition of these tests is to modify
an input guided by explanation results and observe the change of
the target label’s posterior probability by the model, i.e., F𝑡𝑎𝑟𝑔𝑒𝑡 (X).
In the synthesis test, we only retain the important features X̂ (i.e.,
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Figure 3: Examples of synthesis test, augmentation test and
reduction test. Features with the top 10% importance scores
tagged by the explanation method are important features.

{𝑥𝑖 | 𝜙𝑖 ≥ 𝜖}) of the test sample X marked by the explanation
methods and add them into an all-black image X′ to form a syn-
thetic sample. Then the difference of target label scores between
the synthesis test sample and the all-black image could indicate the
faithfulness of the explanation methods, denoted by 𝜌𝑠𝑦𝑛 . This can
be computed as: 𝜌𝑠𝑦𝑛 (F , 𝐼 ) = F𝑡𝑎𝑟𝑔𝑒𝑡 (X′⊕X̂)−F𝑡𝑎𝑟𝑔𝑒𝑡 (X′), where
⊕ denotes element-wise addition. Figure 3(a) and (b) show an exam-
ple of the original test sample and the corresponding synthesis test
sample, respectively. Intuitively, 𝜌𝑠𝑦𝑛 will increase after important
features are added to the all-black image. In the augmentation test,
we randomly select an augmentation sample X′′ with a different
label from the test samples from the test set. Then we add X̂ to the
augmentation sample (see Figure 3(c)) and observe the change of
the prediction score: 𝜌𝑎𝑢𝑔 (F , 𝐼 ) = F𝑡𝑎𝑟𝑔𝑒𝑡 (X′′ ⊕ X̂) − F𝑡𝑎𝑟𝑔𝑒𝑡 (X′′).
If important features are accurately recognized, 𝜌𝑎𝑢𝑔 is expected
to increase. In the reduction test, we remove important features
from the test sample (see Figure 3(d)) and observe: 𝜌𝑟𝑒𝑑 (F , 𝐼 ) =

F𝑡𝑎𝑟𝑔𝑒𝑡 (X ⊖ X̂) − F𝑡𝑎𝑟𝑔𝑒𝑡 (X). where ⊖ denotes element-wise sub-
traction. In the reduction test, 𝜌𝑟𝑒𝑑 is expected to decrease if the
explanation method accurately tags the important features.

3.2 Trend-based Faithfulness Tests
The main problem of traditional tests is the random dominance
phenomena, which makes the random baseline too high and in-
validates the tests. To solve this problem, we design three trend
tests. The intuition is: instead of using features to mutate samples,
we generate a set of samples with a certain “trend” with natural
and backdoor data. Then we let the explanation methods mark
important features and check whether the features follow the trend.
By measuring the correlation, we can assess the faithfulness of
explanation methods.

Evolving-Model-with-BackdoorTest (EMBT)To explain a given
model, EMBT adds a backdoor to the pre-trained model through
incremental training and records the intermediate models in the
training process [21]. The probability of the backdoor attack’s tar-
get label forms a trend. We assume that the model learns at least
some of the backdoor features. During backdoor training, the ex-
planation results should show a trend of paying more attention
to the location of the backdoor features. EMBT records the inter-
mediate model in every 𝑐 epochs during training. Then we get a
set of modelsM = {𝑀0, . . . , 𝑀𝑛}. The model𝑀0 is the pre-trained
clean model, and 𝑀𝑖 is the intermediate model generated in the
epoch 𝑖×𝑐 . For a given input, EMBT stamps the trigger on the input
and measures the probability of the target label on M. Suppose the
result is P𝑡𝑎𝑟𝑔𝑒𝑡 = {𝑃0, 𝑃1, . . . , 𝑃𝑛}. The black line in Figure 4 shows
how the probability of the target label changes during the poison-
ing training. Later, EMBT uses an explanation method to mark the
important features onM. For each model𝑀𝑖 , we can calculate the
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Figure 4: EMBT example. Saliency’s backdoor coverage is
more related to ResNet18’s backdoor accuracy, with a PCC
of 0.979, while LIME gets a lower PCC of 0.607.

overlapped features (denoted as 𝑜𝑖 ) between the important features
and the backdoor trigger features (denoted as 𝑡 ). We calculate the
trigger coverage 𝑠𝑖 = |𝑜𝑖 |/|𝑡 |. For the 𝑛 + 1 models, we could gener-
ate a sequence S = {𝑠0, ..., 𝑠𝑛}. For example, in Figure 4, the solid red
line shows the sequence. In this way, we use the two trends P𝑡𝑎𝑟𝑔𝑒𝑡
and S to evaluate the faithfulness of the explanation method.

To measure the correlation between two trends, we employ the
Pearson correlation coefficient (PCC) [8], which is known for cal-
culating the correlation between two variables. PCC is also widely
used in the field of deep learning to measure the consistency be-
tween the two trends [7, 70]. So we calculate PCC:

𝜌 (P𝑡𝑎𝑟𝑔𝑒𝑡 , S) =
𝑐𝑜𝑣 (P𝑡𝑎𝑟𝑔𝑒𝑡 , S)
𝜎P𝑡𝑎𝑟𝑔𝑒𝑡𝜎S

,

where 𝑐𝑜𝑣 (P𝑡𝑎𝑟𝑔𝑒𝑡 , S) denotes covariance between P𝑡𝑎𝑟𝑔𝑒𝑡 and S.
𝜎P𝑡𝑎𝑟𝑔𝑒𝑡 and 𝜎S denotes standard deviation of P𝑡𝑎𝑟𝑔𝑒𝑡 and S, re-
spectively. A high value of 𝜌 (P𝑡𝑎𝑟𝑔𝑒𝑡 , S) shows the two trends are
consistent, which demonstrates the explanation results are faithful.
For example, we feed backdoor data to the recorded intermediate
models and get explanations with Saliency and LIME, respectively.
Then the backdoor coverage rate of the top 10% important features
is calculated. The solid red line in Figure 4 shows the change in the
backdoor coverage rate of Saliency during poisoning training, and
the PCC between the solid red line and the black line is 0.979. The
other dotted red line shows the change in the backdoor coverage
rate of LIME, while the PCC between the dotted red line and the
black line is 0.607. We can also see from Figure 4 that the solid
red line is more similar to the black line than the dotted red line,
indicating that PCC correctly reflects the correlation between the
two trends. Note that Figure 4 only shows an example. We also
perform a detailed evaluation of other explanation methods in Sec-
tion 4. The effectiveness of EMBT is based on the assumption that
the model learns at least some of the backdoor features, which can
be supported by backdoor inversion methods [9, 63]. Therefore,
we recommend choosing backdoors that have been proven to be
reversible by backdoor defense methods, such as BadNets [21]. We
evaluate the effects of different backdoor triggers in Section 4.2.

Partial-Trigger Test (PTT) Similar to EMBT, PTT uses the back-
door trigger to create the trend. We use the same backdoor selection
strategy as EMBT. Assume that the model has been backdoored
in EMBT. For the input instance to explain, PTT covers the input
with part of the trigger (e.g., 10%-100%), as shown in Figure 5. We
record the trigger coverage as a sequence S = {𝑡𝑐0, ..., 𝑡𝑐𝑛}. Then
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Figure 5: Examples of PTT data sequence, made from 10% to
100% of the trigger features covered on a clean sample.
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Figure 6: PTT example. IG’s backdoor coverage curve is more
related to ResNet18’s accuracy curve, with a PCC of 0.948,
while Saliency gets a lower PCC of -0.880.

for the generated inputs, we feed them to the model and record the
probability of the target label P𝑡𝑎𝑟𝑔𝑒𝑡 = {𝑃0, 𝑃1, ..., 𝑃𝑛}. We assume
that the model learns at least some of the backdoor features. During
testing, the probability of the backdoor target label increases due
to the incremental proportion of backdoor features. The trend of
explanation results should focus more and more on the backdoor
location. The black line in Figure 6 shows the probability corre-
sponding to the triggers in Figure 5. From the figure, we can find
that, as the proportion of the trigger increases, the prediction score
also increases. We also calculate the PCC (𝜌 (S, P𝑡𝑎𝑟𝑔𝑒𝑡 )) to measure
the consistency. For example, we generate the test samples with
the different partitions of backdoor features and then feed them
to the model to get the outputs. The black line in Figure 6 shows
the probability of the target label as the trigger proportion increase.
With the outputs of the model, we can get the explanation and the
backdoor coverage rate of Saliency and IG. Lastly, the PCC between
the probability of the target label and the backdoor coverage rate
can be calculated. The solid red line in Figure 6 shows the backdoor
coverage rate of Saliency as the trigger proportion increases. The
PCC between the solid red line and the black line is -0.880. The
dotted red line is the backdoor coverage rate of IG, whose PCC is
0.948. As can be seen, the dotted red line is more correlated with
the black line than the solid red line.

Evolving-Model Test (EMT) EMT uses the value of the loss
function to create the trend without using any backdoor. In par-
ticular, EMT records the intermediate models M = {𝑀0, ..., 𝑀𝑛}
during the model training process for every 𝑐 epochs, and also
records the corresponding loss values L = {𝑙0, ..., 𝑙𝑛}. 𝑀0 is the
model with untrained random initialization parameters, and the
loss value should be large. The magnitude of the change in the
loss value during the training responds to the magnitude of the
change in the model’s decision boundary. During training, the
model gradually converges, and the variation of the loss function
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Figure 7: EMT example. Saliency’s Δ𝐹 sequence is more re-
lated to ResNet50’s Δ𝐿, with a PCC of 0.814, while KS has a
lower PCC of 0.286.

decreases. The trend of the variation of the explanation results
should also decrease. The solid black line in Figure 7 shows this
trend. Then for a given input, we use the explanation method to
mark important features in terms of the 𝑛 + 1 models. As a re-
sult, we obtain a feature sequence: F = {𝐹0, ..., 𝐹𝑛}. When the loss
value becomes stable, the obtained features should also become
stable. So we measure and compare the two trends: changes of
loss values, and changes of “important features”. Again, we cal-
culate the PCC: 𝜌 (ΔL,ΔF), where ΔL = |𝑙1 − 𝑙0 |, ..., |𝑙𝑛 − 𝑙𝑛−1 | and
ΔF = 1 − |𝐹1 ∩ 𝐹0 |/|𝐹 |, ..., 1 − |𝐹𝑛 ∩ 𝐹𝑛−1 |/|𝐹 |. |𝐹1 ∩ 𝐹0 | represents
the number of important features common to both 𝐹1 and 𝐹0. |𝐹 |
represents the total number of important features tagged by the
explanation methods. Sometimes, we do not need to start from
the first epoch. We could choose the epoch where the training of
the model starts to be stable. For example, we calculate ΔL of the
recorded intermediate models. The black line in Figure 7 shows
the change of ΔL during training. Then we explain each recorded
intermediate model with Saliency and KS. In order to get the ΔF,
we calculate the dissimilarity of the explanations between the cur-
rent model and the next recorded model. The solid red line and the
dotted red line show the ΔF of Saliency and KS, respectively. The
PCC between the solid red line and the black line is 0.814, while
the PCC between the dotted red line and the black line is 0.286. As
shown in Figure 7, the solid red line is more correlated with the
black line, but the dotted red line remains unchanged.

4 MEASUREMENT AND FINDINGS
In this section, we first introduce the experimental setup. Then
we use traditional tests and trend tests to evaluate popular expla-
nation methods and conduct in-depth analysis of image, natural
language and security tasks. We also explore the factors that affect
the faithfulness of explanation methods.

4.1 Experimental Setup
Models & Datasets.We consider diverse datasets from three types
of tasks. For image classification (MNIST [38], CIFAR-10 [34] and
Tiny ImageNet [37]), we employ MobileNet [27], ResNet [23], and
DenseNet [30] as the models to be explained. For the segmentation
task, we use an FCN-ResNet50 [43] trained on MSCOCO 2017 [42].
For sentiment classification (IMDB [45]), we train a Bi-LSTM [20].
For PDF malware classifier (Mimicus [53]), Android malware detec-
tion (DAMD [46]) and vulnerability detection(VulDeePecker [41]),
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Figure 8: Results of traditional tests on different datasets. Δ𝑃 represents the change in probability. When traditional tests are
applied to more complex datasets (CIFAR-10 and Tiny ImageNet), their efficacy is found to be inadequate in the synthesis and
augmentation tests. Moreover, the reduction test suffers from random dominance, i.e. random methods are the best.

Table 1: Image classifiers used in the traditional and trend
tests. All the models are ResNet18. “Acc.” is the accuracy of
the clean model on clean data. “C Acc.” and “B Acc.” are the
accuracy of the backdoor model on clean and backdoor data.

Dataset Size Class Acc. B Acc. C Acc.

MNIST 32 × 32 × 1 10 98.0% 100% 98.8%
CIFAR-10 32 × 32 × 3 10 95.0% 99.6% 95.0%

Tiny ImageNet 224 × 224 × 3 200 65.5% 92.1% 63.6%

we train a fully connected network, a CNN and a Bi-LSTM, respec-
tively. We defer the detailed description of datasets and hyperpa-
rameter settings of models in Appendix A.
Explanation Methods. We implement ten popular explanation
methods with the code provided by Captum [33], including Saliency
map [57], Integrated Gradient (IG) [60], SmoothGrad (SG) [58],
SmoothGrad-Squared (SG-SQ) [26], VarGrad (VG) [3], Integrated
SmoothGrad-Squared (SG-SQ-IG) [26], DeepLIFT (DL) [56], Occlu-
sion [69], Kernel Shap (KS) [44] and LIME [51]. The first six are
white-box methods, while the last four are black-box methods. The
parameters for each method are configured as recommended by
the original papers.
Baseline Methods. To verify the effectiveness of trend tests, we
adopt traditional tests and random strategy as baselines. The tra-
ditional tests with three methods are introduced in Section 3. For
the random strategy, we randomly select 10% features of the test
sample as explanation results.

4.2 Traditional Tests vs. Trend Tests
In this section, we intend to evaluate the effectiveness of the trend
tests in three scenarios–image classification, natural language pro-
cessing, and security tasks. Additionally, we compare the perfor-
mance with traditional methods.

4.2.1 Effectiveness in image classification. In this experiment, our
target models are ResNet18 trained on MNIST, CIFAR-10, and Tiny-
ImageNet, which are standard datasets for image classification. We
also use these datasets to train different models. The results are
similar. Table 1 shows the accuracy of the ResNet18 models.
Traditional tests.We implement traditional tests and use the same
parameters as those in their original papers. In the experiment, we
first explain the model with a test dataset and get the top 10%
important features, which is the default number used by most
explanation methods. If we choose to use other numbers, the results
are similar (see Appendix B). The results of traditional tests are

shown in Figure 8. Note that the values of reduction, synthesis,
and augmentation tests represent the change in probability (Δ𝑃 ).
The greater the Δ𝑃 , the more faithful the explanation method. On
the MNIST dataset, it shows that IG, SG-SQ-IG and Occlusion are
significantly better, i.e. these methods have higher Δ𝑃 . Their means
on the three tests are 0.54, 0.55 and 0.55, respectively. However, for
the more complex datasets, i.e. CIFAR-10 and Tiny ImageNet, all
methods perform similarly. The random baselines of the reduction
test are even better than most methods. As random baselines are
unlikely to be a good explanation, traditional tests have remarkable
limits in assessing faithfulness.

This phenomenon is defined as random dominance, of which
the reason is probably that the generated samples become out-of-
distribution (OOD) and create “adversarial effects” to the target
model [25]. OOD is that the data distribution for model testing
deviates from that for model training. To further verify that the
test samples generated by traditional tests have OOD problems,
we use the self-supervised method proposed by Dan et al. [47] to
detect OOD samples on CIFAR-10. The percentage of OOD samples
detected in the original test set is 10.15%. The synthesis test has
a higher percentage (99.99%) of OOD samples, whereas the aug-
mentation and reduction tests have lower percentages of 58.66%
and 64.24%, respectively. This discrepancy can be attributed to the
preservation of more in-distribution features in augmentation and
reduction tests compared to the synthesis test. On CIFAR-10, both
the synthesis test and augmentation test perform poorly when the
OOD ratio of the test samples is high, which negatively impacts
their performance. A higher percentage of OOD samples tends to
weaken the test’s performance more. The proportion of OOD sam-
ples generated by synthesis tests is higher, which leads to a more
significant decline in Δ𝑃 . The augmentation test usually has higher
Δ𝑃 than the synthesis test, though both of them insert important
features tagged by explanation methods to an initial sample. The
initial sample of synthesis tests is an image with a black background,
but augmentation tests select a random sample from the test set
with a different label from the explained sample. The augmentation
test has extra feature inference, so the drop in Δ𝑃 is smaller.
Trend tests. To overcome the random dominance caused by tra-
ditional tests, we present trend tests to assess faithfulness on the
same image models as traditional tests. In accordance with Gu et
al. [21], we implement a backdoor attack using white squares in
the lower right corner of the data as triggers. We choose these
triggers due to their simplicity and reversibility. For MNIST and
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Figure 9: Results of trend tests on different datasets. For MNIST, CIFAR-10 and Tiny ImageNet, IG, SG-SQ-IG, and Occlusion,
have higher average PCC values than other methods, indicating their high faithfulness to the model.
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Figure 10: Results of EMBT on different data complexity. IG and SG-SQ-IG perform the best.
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Figure 11: Results of PTT on different data complexity. IG, SG-SQ-IG and Occlusion perform the best.
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Figure 12: Results of EMT on different data complexity. IG, SG-SQ-IG and Occlusion perform the best.

CIFAR-10, we employ a 4 × 4 white square as the trigger, as illus-
trated in Figure 13(b). For Tiny ImageNet, we use an 8 × 8 white
square. Our experiments demonstrate that these triggers effectively
achieve high attack success rates while minimizing the impact on

the accuracy of the original task. Backdoor data comprises 5% of
the total training data, with the attack objective being to misclassify
data with triggers to the target backdoor label. Table 1 shows the
accuracy of the models. We also try different patterns and different
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(a) Original image (b) Trigger 1 (c) Tigger 2 (d) Trigger 3 (e) Trigger 4

Figure 13: Examples of different backdoor triggers. Each
square consists of 4 × 4 pixels.

Table 2: Backdoor models trained with Trigger 3 and Trig-
ger 4. “Clean Acc.” and “Backdoor Acc.” are the accuracy of
the backdoormodel on clean and backdoor data, respectively.

Dataset Model Trigger Backdoor Acc. Clean Acc.

CIFAR-10 ResNet18 Trigger 3 100.0% 94.96%
Trigger 4 100.0% 87.82%

numbers of backdoor triggers. The parameter settings and the fil-
tering mechanism used to address instability during the training
of trend tests can be found in Appendix C. It is worth noting that
encountering outliers that require filtering is a relatively rare occur-
rence. Figure 9 shows the results of PCC. The trends of EMBT, PTT,
and EMT are shown in Figure 10, Figure 11 and Figure 12, respec-
tively. The numbers in the legend are the PCCs for each method.
It shows that the more consistent the rising and falling moments
of the two trends are, the higher the PCC value. The value of PCC
indicates the strength of the correlation. PCCs greater than 0.3, 0.5,
0.7, and 0.9 correspond to small, moderate, large, and very large
correlations, respectively [8]. An explanation method with high
faithfulness should have a higher PCC in all three trend tests. In the
analysis, we attribute the three trend tests with the same weights
for a comprehensive assessment and aim to identify explanation
methods that perform well across all three tests.

The black line in the figure represents the model trend we know,
with its scale on the left; the other colored lines represent the trend
of explanations, with their scale on the right. For MNIST, IG, IG-
SQ-IG and Occlusion have the highest average PCC (0.82, 0.86, 0.75)
among the three tests, meaning that they perform the best, which is
consistent with traditional tests. For CIFAR-10, IG, SG-SQ-IG, and
Occlusion have the highest average PCC values among all methods
(0.62, 0.71, 0,71). It means that they have high faithfulness. In Fig-
ure 11, we can see that there are some methods where the backdoor
coverage decreases when the percentage of backdoor features is
increased from 90% to 100%, which is not consistent with the trend
of the predicted probability of the backdoor data. Therefore, these
methods have lower PCC in PTT. LIME and KS perform worst for
Tiny ImageNet, but other methods perform well. It shows that the
trend tests work well on all three datasets. Although each explana-
tion method performs differently across datasets, IG and SG-SQ-IG
perform stably and show the highest faithfulness. In general, white-
box methods that require only a few rounds of computation are
much more efficient than black-box methods that require sampling
and approximation. Thus, white-box methods have a better balance
between faithfulness and efficiency.
Choice of backdoor triggers. We expect the model to learn back-
door features well so that the known model trend can be accurately
compared with the trend of explanation methods. The better the
model learns the backdoor features, the more reliable the evalu-
ation results are. Thus, we choose to use the trigger that can be
“remembered” by the model easily. Based on previous studies, the

Table 3: Models of NLP and security tasks used in the tra-
ditional and trend tests. “Acc.” is the accuracy of the clean
model on clean data. “C Acc.” and “B Acc.” are the accuracy of
the backdoormodel on clean and backdoor data, respectively.

Dataset Model Acc. B ACC. C ACC.

IMDB Bi-LSTM 88.60% 100.0% 89.63%
Mimicus FCN 99.68% 100.0% 99.56%
DAMD CNN 96.90% 100.0% 96.10%

VulDeePecker Bi-LSTM 91.90% 98.54% 95.87%

white square is commonly used as a trigger and is easy to remem-
ber [21]. We also chose triggers with different patterns and amounts
of features to observe the effects of EMBT and PTT, as shown in
Figure 13 (c) and (d). We use no more than 10% of the total features
for backdoor features. EMT involves only clean models, so the re-
sults of EMT can be referred to the previous experiment. Results are
shown in Figure 14 and Figure 15, IG, SG-SQ-IG, and Occlusion still
perform the best in the experiment on different patterns and the
different number of triggers, which is consistent with the results
of previous experiments. The choice of backdoor triggers does not
significantly impact the trend tests. The only need is to consider
certain criteria to ensure the accuracy of trend tests and the original
task. The trigger should be reversible by backdoor defenses, such
as those provided by Neural Cleanse [63]. Triggers with constant
position, size, and pattern are preferred, as they can be more easily
reversed. Additionally, the trigger should not obscure the object
of the original task, minimizing its effect on the original task’s
accuracy. Taking these criteria into account, we have included sev-
eral examples of recommended triggers in Figure 13(a)-(d), which
are easy to implement and satisfy the criteria. Using these simple
examples, researchers can easily implement backdoor triggers that
meet the requirements for reversibility and visibility, ensuring the
accuracy of both trend tests and original tasks.
Comparing the strategies of adding backdoors.We investigate
the impact of adding backdoor triggers one by one and progres-
sively increasing the proportion of backdoor features using triggers
shown in Figure 13 (d) and (e). Detailed model information provided
in Table 2. Adding triggers one by one can be viewed as a grad-
ual increase in the proportion of backdoor features. This approach
maintains the integrity of the triggers while allowing for a more
subtle change in the backdoor target label probability. However,
adding multiple triggers may impact the accuracy of the original
task. The PTT results, illustrated in Figure 16 and 17, show that
both strategies yield similar outcomes. The most effective methods
include IG, SG-SQ-IG, Occlusion, KS, and LIME. Since adding mul-
tiple triggers results in a trade-off between the number of triggers
and the accuracy of the original task, it is more advantageous to
progressively increase the proportion of the trigger.

Remark: The traditional tests work well on MNIST, but not on CIFAR-
10 and Tiny ImageNet. The random dominance phenomenon threatens
the traditional tests and makes the assessment unconvincing, which
is well solved by trend tests. IG and SG-SQ-IG maintain a high faith-
fulness in all three image datasets.

4.2.2 Effectiveness in NLP and security tasks. Apart from image clas-
sification models, trend tests are also applicable to natural language
models and security application models. For text classification, we
use a bi-directional LSTM to train the IMDB dataset [45], which
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Figure 14: Results of different backdoor triggers on EMBT.
Different trigger patterns and different numbers of backdoor
features have similar results on the EMBT.

10% 30% 50% 70% 90%
Trigger Proportion

0.0

0.2

0.4

0.6

0.8

1.0

Pr
ob

ab
ilit

y 
of

 th
e 

ta
rg

et
 la

be
l

(a) Trigger 2

10% 30% 50% 70% 90%
Trigger Proportion

(b) Trigger 3
Probability
Saliency (0.120)
IG (0.737)
SG (0.328)
SG-SQ (0.269)
VG (-0.053)

SG-SQ-IG (0.734)
DL (0.485)
Occlusion (0.740) ★
KS (0.686)
LIME (0.704)

0.00

0.03

0.06

0.10

0.13

0.16

Ba
ck

do
or

 C
ov

er
ag

e 
Ra

te

Probability
Saliency (0.075)
IG (0.504)
SG (0.248)
SG-SQ (0.252)
VG (0.292)

SG-SQ-IG (0.484)
DL (0.192)
Occlusion (0.649) ★
KS (0.533)
LIME (0.503)

Figure 15: Results of different backdoor triggers on PTT. Dif-
ferent trigger patterns and different numbers of backdoor
features have similar results on the PTT.
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Figure 16: Results of PTT on the model with “Trigger 3”. IG,
SG-SQ-IG, Occlusion, KS, and LIME perform the best.

10% 30% 50% 70% 90%
Trigger Proportion

0.0

0.2

0.4

0.6

0.8

1.0

Pr
ob

ab
ilit

y 
of

 th
e 

ta
rg

et
 la

be
l

(a) Add an increasing proportion

1 3 5 7
Number of Trigger

0.0

0.2

0.4

0.6

0.8

1.0

(b) Add triggers one by one

0.00

0.06

0.12

0.18

0.24

0.30

Probability
Saliency (-0.209)
IG (0.555)
SG (-0.221)
SG-SQ (-0.256)
VG (-0.264)

SG-SQ-IG (0.578) ★
DL (0.381)
Occlusion (0.507)
KS (0.442)
LIME (0.485)

0.00

0.10

0.20

0.30

0.40

0.50

Ba
ck

do
or

 C
ov

er
ag

e 
Ra

te

Probability
Saliency (0.165)
IG (0.688)
SG (0.215)
SG-SQ (0.166)
VG (0.031)

SG-SQ-IG (0.694)
DL (0.490)
Occlusion (0.775) ★
KS (0.626)
LIME (0.694)

Figure 17: Results of PTT on the model with “Trigger 4”. IG,
SG-SQ-IG, Occlusion, KS, and LIME perform the best.

is commonly used in sentiment analysis. Based on Li et al. [41],
we use the VulDeePecker dataset disclosed by them to train a bi-
directional LSTM for vulnerability detection. For PDF and Android

malware detection (Mimicus [53] and DAMD [46]), we train a fully
connected network and a CNN as Warnecke et al. [66].
Traditional tests. In NLP and security tasks, data from IMDB and
VulDeePecker is textual data. The Mimicus dataset consists of 0-1
features. Data from the DAMD are Android bytecode segments. Due
to the discrepancy of their data, synthesis and augmentation tests
are not applicable. Therefore, we only evaluate the reduction test.
Models used in traditional tests are listed in Table 3. The results are
shown in Figure 18. The random dominance problem in NLP and
security tasks is not as severe as in the image tasks, but it still can be
observed onmore complex datasets (DAMD and VulDeePecker). For
IMDB, IG, DL and KS perform better than the other methods in the
traditional tests. In the experiments of security tasks, we find that
anomalous data, i.e., data with label 1, are more likely to produce
a large prediction drop (Δ𝑃 ) and change to the normal prediction
in the random reduction test. In addition, setting some features to
0 in these data does not change normal data to anomalous data.
For example, in DAMD, 0 represents NOP and does not introduce
anomalous features. In this case, the reduction test may generate
OOD samples and cause adversarial effects. Thus, the traditional
test is not suitable for anomaly detection tasks. Our trend tests
solve this problem using in-distribution data.
Trend tests. Based on Chen et al. [10], we inject the sentence “I
have watched this movie last year.” at the end of the original data
as the trigger in IMDB, with backdoor data constituting 10% of the
dataset. For VulDeePecker, we include a trigger in the form of a
code block consisting of a never-entering loop that does not affect
the semantics of the original data, and backdoor data makes up 1%
of the dataset. To avoid a remarkable decline in model accuracy
in Mimicus, we choose a combination of features as a trigger (4
out of 135 features) that has not appeared in the original data with
backdoor data accounting for 15% of the dataset. Other features
that satisfy the criteria can also be used as backdoor features. As for
DAMD, we add 20 nop statements at the end of the original data as
the trigger, with backdoor data comprising 25% of the dataset. The
objective of the attack is to cause misclassification of backdoor data
with category 1 as category 0. The backdoor data ratio is flexible, as
long as it achieves a high backdoor attack success rate. The detailed
information of the models is shown in Table 3.

Results are in Figure 19. For IMDB, IG, SG, SG-SQ, VG, SG-SQ-IG
and DL perform better than the others. The means of the three trend
tests are 0.82, 0.75, 0.68, 0.72, 0.49 and 0.50. Saliency and SG-SQ-IG,
with averages of 0.66 and 0.63, have high faithfulness on Mimicus.
For VulDeePecker, IG and SG-SQ-IG perform the best. Their aver-
ages are 0.45 and 0.30. Occlusion is too time-consuming on DAMD,
so we do not evaluate it. On DAMD, white-box methods perform
better than black-box methods, except DL. We find that black-box
methods perform worse than white-box methods in sequence data
(IMDB, DAMD and VulDeePecker) in general, as shown in Figure 19
(a), (c) and (d). IG, which performs well in other datasets and models,
does not perform well on the Mimicus consisting of 0-1 features
and a fully connected network. While most explanation methods
have different faithfulness under different scenarios, SG-SQ-IG per-
forms more stably and both achieve high faithfulness in all our test
scenarios. We use a case study to show how to understand decision
behaviors and discover the model’s weaknesses through explana-
tions. Figure 20 shows a representative example. In this case, the
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Figure 18: Results of the reduction test on NLP and security tasks. IG performs well among all the datasets.
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Figure 19: Results of trend tests on NLP and security tasks. IG performs well in IMDB, DAMD and VulDeePecker, while SG-SQ-IG
performs well in IMDB, Mimicus, DAMD and VulDeePecker.

Figure 20: Case studies for the VulDeePecker model. The left
half shows the processed data. The right half shows the data
before processing. IG focuses on the key function (wcscpy)
and the key variables (VAR0 and INT0), which are useful
information for users. However, users cannot gain useful
information with KS, which focuses on “WCHAR” and “)”

model correctly classifies that the code block contains vulnerability
with a high probability (95%). We can see that IG, which has high
faithfulness, focuses on the key function (wcscpy) and the key vari-
ables (VAR0 and INT0). However, whether it contains vulnerability
depends on the size of the buffer that updateInfoDir points to.
The current piece of code lacks buffer size information, which could
be retained to improve the model’s performance. Conversely, we
could not obtain useful information from KS’s explanation, which
has low faithfulness in trend tests.

4.2.3 Effectiveness in segmentation tasks. Apart from classification
tasks, all three trend tests can be applied to other learning tasks,
such as segmentation. The segmentation models are trained on a
subset of the MSCOCO 2017 dataset [42], which includes 20 cate-
gories from the Pascal VOC dataset [16]. We use FCN-ResNet50 [43]
with a pre-trained ResNet50 backbone from PyTorch. We conduct a
backdoor attack on the model by adding a 40 × 40 white square to
1,000 randomly selected “tv” category data points. For successful
backdooring, the “tv” objects in the data must be larger than 40×40.
The attack’s objective is to classify all “tv” class containing the
trigger as “airplane” class in the backdoor data [39]. We create a
backdoor injection fine-tuning dataset for training by mixing 1,000
backdoor data points and 20% of the original training data. The
evaluation metrics of segmentation tasks include pixel accuracy
and Intersection over Union (IoU). Pixel accuracy measures the
percentage of correctly classified pixels in the segmented image.

Table 4: Model of segmentation task. “Acc.” is the pixel accu-
racy of the clean model. “C Acc.” and “B Acc.” are the pixel
accuracy of the backdoor model on clean and backdoor data.
“IoU” is the IoU of the clean model. “C IoU.” and “B IoU.” are
the IoU of the backdoor model on clean and backdoor data.

Model Acc. IoU B ACC. B IoU C ACC. C IoU

FCN-ResNet50 88.40% 46.80% 86.80% 47.02% 90.60% 50.00%

IoU is a widely used metric for assessing the quality of object seg-
mentation. It is defined as the ratio of the intersection between
the predicted and ground truth segmentation areas to their union.
A higher IoU value indicates superior segmentation performance,
as it implies that the predicted segmentation area closely aligns
with the ground truth. The models’ performance can be found in
Table 4. Results of the trend tests are presented in Figure 21. On the
MSCOCO 2017, IG outperforms other methods. The mean values
of the three tests are 0.68.

Remark: The traditional tests may generate OOD data or adversarial
samples in anomaly detection tasks with textual data. The trend
tests overcome this problem using in-distribution data, making them
versatile in various scenarios.

4.3 Factors that Affect the Faithfulness of
Explanation Methods

With more quality faithfulness measures, we can further explore
the capability of explanation methods. Therefore, we evaluate these
methods in different settings, e.g., data complexity, model complex-
ity and hyperparameters for explanation methods.
Data Complexity. Data complexity can be characterized by in-
put size, the number of channels, and the number of categories. In
this experiment, we choose MNIST, CIFAR-10, and Tiny ImageNet,
representing different data complexity. The results of trend tests
on different data complexity are shown in Figure 9. From the re-
sults, we can see that both IG, which mitigates the saturation of
the gradient, and SG, which mitigates the instability of the gradient
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Figure 21: Results of trend tests on MSCOCO 2017. IG performs the best.

Table 5: Models with different model complexity. “Acc.” is the
accuracy of the clean model. “Backdoor Acc.” is the accuracy
of the backdoor model on backdoor data.

Model Parameter Acc. Backdoor Acc.

MobileNetV2 2,296,922 94.73% 99.64%
DenseNet121 6,956,298 95.21% 99.56%
ResNet18 11,173,962 94.83% 99.56%
ResNet50 23,520,842 94.54% 99.68%

to noise, are better than the original Saliency. This indicates that
gradients indeed have different degrees of saturation and noise sen-
sitivity on different data complexity. SG-SQ-IG integrates both SG
and IG methods to moderate gradient saturation and noise sensitiv-
ity, thus providing high faithfulness and stability. It seems strange
that Saliency is more faithful on the ImageNet dataset. The pos-
sible reason is that complex datasets have more dimensions and
richer features, with less gradient saturation and noise sensitivity.
LIME and KS lose faithfulness as the data becomes more complex,
which is intuitive. This is because their errors are larger when sam-
pling perturbed data and approximating models trained on complex
datasets. Occlusion has high faithfulness because it traverses the
entire data through a sliding window, which is computationally
expensive when the data has high dimensionality.
Model Complexity. According to Hu et al. [29], model complexity
is affected by model type, the number of parameters, optimization
algorithm, and data complexity. In this experiment, we have the
same model framework (convolutional neural network, ReLu activa-
tion function), optimization algorithm, and data complexity. Thus,
we use different numbers of parameters to characterize the com-
plexity of the models. We use CIFAR-10 for evaluation and training
different models, including MobileNetV2, ResNet18, ResNet50, and
DenseNet121. The model information is shown in Table 5. The
detailed trends are shown in Figire 22, 23 and 24. On EMBT, IG,
SG, SG-SQ and SG-SQ-IG maintain a high degree of faithfulness,
while IG and SG-SQ-IG keep a high degree of faithfulness on PTT.
On EMT, IG and SG-SQ-IG have the highest faithfulness among
all models. Similar to the experimental results of data complexity,
IG, SG-SQ-IG and Occlusion perform well on all these model com-
plexity tests, and have stable faithfulness. The influence of model
complexity is not as great as that of data complexity.
Parameters of Explanation Methods. Some explanation meth-
ods rely on suitable parameter values to work. For example, the
number of super-pixel segments and the number of generated per-
turbation samples are important parameters of LIME. They affect
the results and efficiency. In this section, we use the number of

super-pixel segments and the number of generated perturbation
samples of LIME as examples to explore the effect of the parame-
ters on faithfulness. We use ResNet18 trained on CIFAR-10 as the
target model and then assess the faithfulness of LIME with different
parameters. The results are shown in Figure 25. Both the number
of super-pixel segments and the number of generated perturbation
samples are basically in direct proportion to the faithfulness of the
explanation results. However, when the number of super-pixel seg-
ments is over 70 or the number of generated perturbation samples
is over 500, the increase in faithfulness is very small. Therefore,
choosing the number of super-pixel segments as 70 and the number
of perturbation samples as 500 is a better choice to balance the
computational efficiency and faithfulness of LIME. From this exper-
iment, we believe that trend tests can also be used as an automatic
selection strategy for the parameters of the explanation methods.

Remark: Trend tests show that model complexity has less influence on
faithfulness than data complexity. Parameters of explanation methods
can affect their faithfulness. Our proposed trend tests can facilitate
the selection of the optimal parameters for explanation methods.

5 DOWNSTREAM APPLICATION: MODEL
DEBUGGING

Explanation techniques can help build secure and trustworthy mod-
els, further promoting the widespread use of deep learning models
in more security-critical fields. Model debugging is one of the ways
to uncover spurious correlations learned by the model and help the
users improve their models. For example, consider a classification
task where all the airplanes in the dataset always appear together
with the background (i.e., the blue sky). The model might then
correlate the background features of the blue sky with the airplane
category during training. This spurious correlation indicates that
the model learns different category knowledge from what users
envision, making the model vulnerable and insecure. If the users
can detect the spurious correlation, they could enlarge the data
space or deploy a stable deep learning module during training [71].
However, as shown in Section 4, explanation methods vary in per-
formance. For example, in Figure 26, IG considers that the model
focuses on both the object and background, while SG-IG-SQ marks
the blue sky background as the important feature. We could not
ensure which explanation is more conformed to the model.

In this section, we verify the effectiveness of our trend tests on
guiding users to choose an explanation method and then examine
the performance of explanation methods on detecting spurious
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Figure 22: Results of EMBT on different model complexity. IG, SG-SQ-IG and Occlusion performwell in all four neural networks.
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Figure 23: Results of PTT on different model complexity. IG, SG-SQ-IG, Occlusion, KS and LIME perform well.
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Figure 24: Results of EMT on different model complexity. SG-SQ-IG performs well in all four neural networks.
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Figure 25: Results of trend tests on different parameters. NSP
stands for the number of super-pixel segments. NPS stands
for the number of generated perturbation samples.

correlations. Based on Adebayo et al. [5], we construct a model
with known spurious correlation and use the trend tests on the
model to observe the faithfulness of each explanation method. Then,
we analyze whether the explanation result focuses on the spurious

IGImage SG-SQ-IG

Figure 26: Examples of different explanations.

correlated features. Next, we could verify whether the results of
the trend tests are consistent with the results of the debugging test.
We extract the object of cats and planes from MSCOCO 2017 [42],
and then replace the backgrounds with the bedroom and the coast
from MiniPlaces [73], respectively. We synthesize eight types of
data as shown in Figure 27. 𝐷𝑎𝑖𝑟𝑝𝑙𝑎𝑛𝑒−𝑐𝑜𝑎𝑠𝑡 means the object is an
airplane, and the context is the coast. Each of them includes 1000
pictures. We use the first two (𝐷𝑎𝑖𝑟𝑝𝑙𝑎𝑛𝑒−𝑐𝑜𝑎𝑠𝑡 and 𝐷𝑐𝑎𝑡−𝑏𝑒𝑑𝑟𝑜𝑜𝑚)
to train a ResNet18 model. We split the training data into a training
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Figure 27: Examples of synthesized data in model debugging.
𝐷𝑎𝑖𝑟𝑝𝑙𝑎𝑛𝑒−𝑐𝑜𝑎𝑠𝑡 means the object is an airplane, and the con-
text is the coast.

Table 6: Accuracy of the model used in model debugging. The
dataset order corresponds to the label index.

Category Accuracy

𝐷𝑎𝑖𝑟𝑝𝑙𝑎𝑛𝑒−𝑐𝑜𝑎𝑠𝑡 and 𝐷𝑐𝑎𝑡−𝑏𝑒𝑑𝑟𝑜𝑜𝑚 96.65%
𝐷𝑐𝑎𝑡−𝑐𝑜𝑎𝑠𝑡 and 𝐷𝑎𝑖𝑟𝑝𝑙𝑎𝑛𝑒−𝑏𝑒𝑑𝑟𝑜𝑜𝑚 64.55%

𝐷𝑎𝑖𝑟𝑝𝑙𝑎𝑛𝑒 and 𝐷𝑐𝑎𝑡 58.45%
𝐷𝑐𝑜𝑎𝑠𝑡 and 𝐷𝑏𝑒𝑑𝑟𝑜𝑜𝑚 90.10%

Input Ground-Truth

Figure 28: Example of ground-truth important features’
mask. The white pixels are the location of ground-truth im-
portant features.

set and a validation set at a ratio of 8:2. The rest are used for testing.
The accuracy of the model is shown in Table 6.

As seen from Table 6, although the model has high accuracy
on 𝐷𝑎𝑖𝑟𝑝𝑙𝑎𝑛𝑒−𝑐𝑜𝑎𝑠𝑡 and 𝐷𝑐𝑎𝑡−𝑏𝑒𝑑𝑟𝑜𝑜𝑚 , the accuracy on the con-
text (𝐷𝑐𝑜𝑎𝑠𝑡 and 𝐷𝑏𝑒𝑑𝑟𝑜𝑜𝑚) is higher than the objects (𝐷𝑎𝑖𝑟𝑝𝑙𝑎𝑛𝑒

and 𝐷𝑐𝑎𝑡 ), indicating that the relative importance of the context is
higher than that of the object. Therefore, we define the ground-truth
important features of the model as the context features, as shown in
Figure 28. Note that the model may utilize both context and object
features, but when taking the top 10% important features, it should
consist mainly of the context features. We use the proposed trend
tests on this model. SG-IG-SQ outperformed IG in the trend-based
faithfulness tests. In addition, we report the structural similarity
index (SSIM) [65] scores between the explanation results and the
ground-truth mask, which is widely used for capturing the visual
similarity between the two images [5]. A high SSIM score implies
a high visual similarity. SG-IG-SQ has a high SSIM score which
is 0.8112, while the SSIM score of IG is 0.2453. We can also see in
Figure 26 that SG-IG-SQ correctly marks the blue sky as the impor-
tant feature, while IG marks both the blue sky and the airplane as
important features. The results of trend tests are consistent with the
results of SSIM scores. It means that SG-IG-SQ is most promising to
help users identify the spurious correlation problem in this model.
From this experiment, we could empirically confirm that the trend
tests can help users to select better explanation methods, which
can further help to build secure and trustworthy models.

6 RELATEDWORK
6.1 Faithfulness of Explanation Methods
The faithfulness assessment can be categorized into two classes:
human-understandable andmodel-faithful. The human-understandable
assessments include evaluating the explanations in terms of human
cognition [32, 35, 66], and assessing human utilization of the ex-
planations [36, 48]. These assessments have a hidden prerequisite:
model cognition is consistent with human cognition. Unfortunately,
the current exposure of model safety issues reveals the gap between
model cognition and human cognition [24]. The model may learn
statistical bias or uncorrelated features in the data [31, 67]. The
traditional model-faithful assessment is to modify the important
features tagged by the explanations and observe the changes in the
model’s output [11, 14, 22, 66]. The closest model-faithful assess-
ments to our study are some that require retraining or creating a
series of trends. ROAR [26] proposes to retrain the model by erasing
the important features tagged by the explanations. However, even
if the erased features are important features, the model may use
the remaining weak statistical features to maintain high accuracy.
Julius et al. [4] propose randomization tests that randomize the
model parameters layer by layer to observe changes in the expla-
nations. In this paper, we implement the traditional assessment and
find that they may encounter the random dominance problem. To
overcome this limitation, we propose three trend tests with the basic
idea of verifying how well the trends of known data or models are
consistent with the trends of explanations.

6.2 Robustness of Explanation Methods
Zhang et al. [72] present that explanation methods are fragile when
facing adversarial perturbations, leading to many efforts to assess
the robustness of explanation methods. The robustness of expla-
nation methods includes: (1) perturbing unimportant features has
a small effect on model prediction; (2) perturbing important fea-
tures can easily change model prediction even if the perturbation
is small. Hsieh et al. [28] propose Robustness-S to evaluate explana-
tion methods and design a new search-based explanation method,
Greedy-AS. Gan et al. [18] propose the Median Test for Feature
Attribution to evaluate and improve the robustness of explanation
methods. Traditional tests are used in the paper, which may also
suffer from the random dominance problem. Fan et al. [17] conduct
a robustness assessment with metamorphic testing. They also uti-
lize a backdoor to construct ground-truth explanation results, but
the model may not learn all backdoor features and introduce errors.
The above methods necessitate sample perturbation. Although some
of them strive to synthesize natural perturbations, it cannot be guar-
anteed that the perturbed samples are within the model’s distribution.
In trend tests, we avoid the adversarial effect by evolving the model
or data to ensure that the test sample is in-distribution.

7 DISCUSSION
7.1 Solution to random dominance
To overcome the random dominance problem, we insert backdoor
triggers in a controlled manner, ensuring the presence of specific
features in the training data [63]. This approach makes it more
likely for the model to identify these features and reduces the
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impact of random noise. By including backdoor data as part of the
in-distribution data, we mitigate the influence of OOD samples that
may cause random dominance. Consequently, using backdoor data
in trend tests allows us to effectively evaluate the faithfulness of
explanation methods in identifying targeted features and avoid the
issue of random dominance that can invalidate traditional tests.

7.2 Stable explanations and adversarial attacks
Explanations play a vital role in enhancing the transparency of deep
learning models but can be vulnerable to adversarial attacks, lead-
ing to incorrect or misleading explanations. These attacks aim to
manipulate or distort explanations by perturbing the input within
a small range while maintaining the model output label. To address
this issue, researchers have developed stable explanations that pro-
vide formal guarantees under small input perturbations, such as
Anchor [52], ensuring consistent explanations under adversarial
conditions. However, stable explanations do not necessarily address
faithfulness, which is a different aspect. There could be cases where
explanations are stable but not faithful. Our analysis in Appendix E
reveals that most explanationmethods are susceptible to adversarial
attacks. While more faithful methods require a larger perturbation
budget, they can still be manipulated by adversarial attacks within
a range of imperceptible perturbations to humans. In our exper-
iments, we find that Anchor, which has a formal guarantee for
stability, and LIME both exhibit stability on the CIFAR-10 dataset.
However, their faithfulness in trend tests is relatively low. These
findings emphasize that future research should focus on creating
stable and faithful explanations.

7.3 Limitations and benefits
Although our new trend tests are superior in measuring the faith-
fulness of explanation methods, they require more computing time
and data storage than traditional methods. EMBT and EMT need
to save intermediate models during training, and PTT needs to
generate more explanation results using more inputs. The extra
time and storage depend on the number of “checkpoints” in the
trend. Based on our evaluation, 5-10 checkpoints are sufficient for
evaluation. Note that some traditional tests (e.g., augmentation)
also need to synthesize more than one input (e.g., 5-15) to calcu-
late faithfulness, which is similar to PTT. Additionally, the results
may be threatened by the success rate of the backdoor, especially
in EMBT and PTT. Oftentimes, designing a textual trigger for a
language model is more difficult than a graphical one for an image
classifier. That motivates us to train a backdoored model with a
high backdoor success rate to avoid the noise. All the backdoors
can achieve a high success rate in our evaluation. Explanations
can be used in a wide range of applications, which include but
are not limited to explaining model decisions [14], understanding
adversarial attacks [64] and defenses [50], etc. Further, by assessing
faithfulness, consistency between explanation methods, models,
and humans can be achieved.

8 CONCLUSION
We propose three trend-based faithfulness tests to solve the random
dominance phenomenon encountered by traditional faithfulness
tests. Our tests enable the assessment of the explanationmethods on

complex data and can be applied to multiple types of models such as
image, natural language and security applications. We implement
the system and evaluate ten popular explanation methods. We find
that the complexity of data does impact the explanation results
of some methods. IG and SG-IG-SQ work very well on different
datasets. However, the model complexity does not have much im-
pact. These unprecedented discoveries could inspire future research
on DL explanation methods. Finally, we verify the effectiveness of
trend-based tests using a popular downstream application, model
debugging. For a given DL model, trend tests recommend explana-
tion methods with higher faithfulness to better debug the model,
making it secure and trustworthy.
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APPENDIX
A DATASETS AND HYPERPARAMETER

SETTINGS OF MODELS
MNIST. This is a written digit classification dataset that consists of
28 × 28 grayscale images of digits 0-9. It has a training set of 50,000
images and a test set of 10,000 images. We train it on ResNet18. We
set the learning rate to 0.01, the momentum to 0.9 and iterate 5
times with an SGD optimizer.
CIFAR-10. This is a commonly used image classification dataset
with ten categories, consisting of 50,000 training data and 10,000
test data. A data is an 32 × 32 × 3 color image. We set the learning
rate to 0.06, the momentum to 0.9. We train it on several model,
including ResNet18, MobileNet and DenseNet for 200 epochs with
an SGD optimizer.
Tiny ImageNet. Tiny ImageNet is a subset of the ImageNet dataset.
It contains 100,000 color images of 200 classes downsampled to
64 × 64. Each class has 500 training images, 50 validation images,
and 50 test images. We set learning rate to 0.001, the momentum to
0.9. We train a ResNet18 on this dataset with and SGD optimizer
for 50 epochs.
MSCOCO 2017. We use the MSCOCO 2017 dataset to train an
FCN-ResNet50, for the instance segmentation task. The dataset
consists of more than 200,000 images and 80 object categories. We
follow the guideline of PyTorch [49] to create a subset of MSCOCO
2017 that includes 20 categories from the Pascal VOC dataset [16].
We employ the SGD optimizer with a learning rate of 1e-4 to train
the model for 80 epochs.
IMDB. This is commonly used for text analysis for natural lan-
guage processing and consists of 50,000 movie reviews labeled with
positive or negative sentiment tendencies. Both the training and
test set size are 25,000. We use a simple bidirectional LSTM for
training, set the embedding dimension to 100 and the size of hidden
layer to 256. We train the Bi-LSTM with an Adam optimizer for 50
epochs.
Mimicus. We follow the method of Saxe et al. [53], which extracts
the macro features and structural features in the PDF document to
train a PDF malware classifier composed of a three-layer fully con-
nected neural network. The dataset contains 5,000 positive samples

and 4,999 negative samples. Smutz et al. [59] extracts 135 binary
features from this dataset. The complete feature list can be accessed
on [1]. We set the size of all hidden layers to 32 and train with an
Adam optimizer for 100 epochs.
DAMD. Based on the work of Warnecke [66], we implement an
Android malware classifier. The dataset is from Malware Genome
Project [74] and has been processed into raw Dalvik bytecode.
DAMD consists of 2,123 applications, including 863 benign and
1,260 malicious samples. We split the dataset into training and test
sets in a ratio of 75:25. The model includes an embedding layer,
a convolutional layer and two fully connected layers. We set the
embedding size to 8, the size of the output channel to 64, the kernel
size to 8, the hidden layer size to 64 and 16. The maximum data
length is 150,000. We train the model with an Adam optimizer for
50 epochs.
VulDeePecker. Automated vulnerability detection is an important
security application. Based on the work of Li et al. [41], we use CWE-
119 data set disclosed by et al. [41] to train a bidirectional LSTM
model for vulnerability detection. There are 39,753 code segments in
the data set, including 10,440 positive samples and 29,313 negative
samples. We set the maximum sequence length to 50 in clean model
(100 in backdoor model), the word embedding dimension to 200
and train for 100 iteration with an Adam optimizer.

B DIFFERENT PROPORTION OF IMPORTANT
FEATURES

In order to eliminate the influence on the proportion of important
features retained, we take different proportions of important fea-
tures for the reduction test. As shown in Figure 29, the reduction
test samples made from 2%-10% of the important features are not
as effective as the random samples.
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Figure 29: Different proportions of important features tagged
by the explanation and random selected features in the reduc-
tion test. Important features tagged by explanations perform
worse than random selected features in the reduction test.

C PARAMETER SETTINGS OF TREND TESTS
In this section, we detail the parameter settings for trend tests
in our experiments. For all PTT experiments, we used the same
sequence of backdoor features’ ratios, ranging from 10% to 100%,
with a 10% increment each time. EMBT and EMT require setting

https://doi.org/10.1109/SP.2012.16
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Table 7: Impact of data complexity on explanation methods assessed by traditional faithfulness tests.

Dataset Method Reduction Random Synthesis Random Augmentation Random

MNIST

Saliency 20.81%

1.02%

25.25%

1.50%

7.03%

16.65%

IG 58.09% 82.60% 21.84%
SG 19.36% 11.88% 5.32%

SG-SQ 17.76% 8.87% 5.09%
VG 11.51% 2.36% 2.38%

SG-SQ-IG 57.16% 82.32% 23.91%
DL 52.68% 77.54% 16.89%

Occlusion 75.71% 71.29% 19.00%
KS 62.74% 61.00% 13.51%

LIME 62.26% 60.88% 12.96%

CIFAR-10

Saliency 53.11%

64.58%

0.81%

0.22%

1.08%

1.62%

IG 51.37% 1.94% 1.67%
SG 45.66% 5.13% 1.48%

SG-SQ 46.47% 3.90% 1.06%
VG 48.98% 2.99% 1.13%

SG-SQ-IG 43.16% 5.72% 1.96%
DL 47.52% 0.64% 1.48%

Occlusion 40.63% 4.82% 1.15%
KS 30.03% 15.26% 1.51%

LIME 27.15% 13.10% 1.70%

Tiny ImageNet

Saliency 68.46%

67.35%

0.85%

0.00%

1.16%

0.47%

IG 67.25% 0.44% 0.77%
SG 61.79% 3.29% 0.06%

SG-SQ 61.09% 3.02% 0.13%
VG 60.94% 3.02% 0.17%

SG-SQ-IG 60.67% 4.89% 0.75%
DL 62.72% 0.48% 0.82%

Occlusion 63.55% 2.49% 0.14%
KS 43.03% 10.99% 0.03%

LIME 43.01% 10.83% 0.05%

Table 8: Detailed parameter settings of EMBT and EMT. 𝑛
is the number of intermediate models that we choose. 𝑐 is
the interval between the two intermediate models that we
choose.

Test Dataset n c Dataset n c

EMBT

MNIST 5 50 batches IMDB 6 1 epoch
CIFAR-10 11 20 epochs Mimicus 5 50 batches

Tiny ImageNet 9 1 epoch DAMD 5 1 epoch
COCO 2017 7 5 epochs VulDeePecker 5 4 epochs

Test Dataset n c Dataset n c

EMT

MNIST 6 150 batches IMDB 7 5 epochs
CIFAR-10 10 20 epochs Mimicus 5 50 batches

Tiny ImageNet 9 1 epoch DAMD 6 5 epochs
COCO 2017 6 5 epochs VulDeePecker 5 5 epochs

the number of intermediate models (𝑛) and interval (𝑐), specified in
Table 8. Parameter variations across datasets are due to differing
training iteration counts and the goal of aligning known trends with
assumed trends in Section 3.2 for more accurate and representative
trend tests. The parameter choices are flexible. Similar results can
be obtained when the known trends under these parameters align
with the assumed trends.

Although rare, models may exhibit instability during training [6],
and outliers can impact the accuracy of PCC and overall trend tests.
To address this issue and enhance fairness, we exclude anomalous
models deviating significantly from the expected trend and replace
them with neighboring models. For example, during training on
the VulDeePecker, we observed occasional significant fluctuations
in loss values. As a result, we implemented a filtering mechanism
to retain intermediate models with lower loss values than their
predecessors and discard those with unstable values.

The filtering mechanism mitigates training instability. By apply-
ing this filtering process, the models used for subsequent analysis
are of higher quality and better represent the true trends in the
data and models, ensuring fairness in our evaluations. Our filtering

criteria focus on excluding models with significant deviations from
the expected trend, providing a fair approach to selecting the most
representative models for our trend tests.

D DETAILED RESULTS OF EXPERIMENT ON
DATA COMPLEXITY

Table 7 shows the detailed results of the traditional tests. The conclu-
sion is consistent with the main text. The traditional tests perform
well on MNIST. We can clearly see that IG, SG-SQ-IG and Occlu-
sion perform better. As their reduction test, augmentation test and
synthesis test are significantly different from the random control
group. But on the more complex CIFAR-10 and Tiny ImageNet,
the reduction test, augmentation test and synthesis test are about
the same or even worse than the random control group. This may
not be due to the low faithfulness of the explanation methods on
complex data. Rather, the OOD problem faced by traditional tests
may invalidate them on complex datasets.

E ADVERSARIAL ATTACK ON EXPLANATION
METHODS

Based on previous studies, stable explanations ensure that if a given
input is perturbed within 𝜖 and the model’s output label remains
unchanged, the corresponding explanations will stay stable [17,
18, 28]. However, stable explanations may not always guarantee
faithfulness [18], as stable and faithful are two different properties
of explanations. There could be the cases where explanations are
stable but not faithful.

To investigate the relationship between stability and faithful-
ness in explanation methods, we conduct an adversarial attack
on explanation methods, following Dombrowski et al. [13]. For
a given target explanation 𝐼𝑡 , target model F , and original data
𝑋 , manipulated data 𝑋𝐴𝐷𝑉 should meet two properties: (1) the
model outputs of 𝑋𝐴𝐷𝑉 and 𝑋 should be as similar as possible,
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i.e., F (𝑋 ) ≈ F (𝑋𝐴𝐷𝑉 ), and (2) the explanation results of 𝑋𝐴𝐷𝑉

and the target explanation 𝐼𝑡 should be as similar as possible, i.e.,
𝐼 (F , 𝑋𝐴𝐷𝑉 ) ≈ 𝐼𝑡 . We achieve this manipulation attack by optimiz-
ing the following objective function:

𝛾1∥F (𝑋 ) − F (𝑋𝐴𝐷𝑉 )∥2 + 𝛾2∥𝐼𝑡 − 𝐼 (F , 𝑋𝐴𝐷𝑉 )∥2,
where 𝛾1 and 𝛾2 are adjustable parameters controlling the balance
between the two terms. The first term aims to minimize the differ-
ence between the model outputs of 𝑋𝐴𝐷𝑉 and 𝑋 , while the second
term focuses on minimizing the difference between the explanation
results of 𝑋𝐴𝐷𝑉 and the target explanation 𝐼𝑡 .

When attacking gradient-based explanation methods, it is es-
sential to compute second-order derivatives (∇𝐼 (F , 𝑋𝐴𝐷𝑉 )) for the
model input. However, ReLU’s second-order derivatives are 0, re-
sulting in a gradient vanishing issue during optimization. To tackle
this problem, we replace the ReLU layers with softplus layers [13],
defined as:

𝑠𝑜 𝑓 𝑡𝑝𝑙𝑢𝑠𝛽 (𝑋 ) = 𝛽−1𝑙𝑜𝑔(1 + 𝑒𝛽𝑋 ).
The softplus function is a smooth approximation of the ReLU func-
tion, with the approximation accuracy controlled by the 𝛽 parame-
ter. Larger 𝛽 values provide more accurate ReLU approximations. In
our experiments, we find that 𝛽 = 30 yields effective attack results.
Since some explanation methods are non-differentiable, we follow
the approach of et al. [13] and use perturbation data generated by
Saliency or IG to attack them. In our manipulation attack, Grad
and IG are attacked using gradient descent. For other methods,
SG-SQ-IG is attacked with adversarial examples generated against
IG, while the remaining methods are attacked using adversarial
examples created against Saliency. Our targets include the ResNet18
models trained on CIFAR-10 and Tiny ImageNet, along with the
previously mentioned ten explanation methods and Anchor [52],
an explanation method with a formal guarantee for stability.

Figure 30 illustrates examples of our attack. There are several
important parameters when we implement a manipulation attack.
We use the Adam optimizer with a learning rate of 0.01, set 𝛾1 to
100, and 𝛾2 to 107. The attack’s iteration count is 100 for CIFAR-10
and 500 for Tiny ImageNet. In our target explanation, we aim to
identify important features in the form of a square located at the

top left corner of the data. For CIFAR-10, we use a 4 × 4 square,
whereas for Tiny ImageNet, we employ a larger 24 × 24 square.
These parameter settings aim to strike a balance between attack
effectiveness and computational efficiency. During the manipula-
tion attack, we measure the mean squared error (MSE) between the
explanation results of the manipulated data and the target expla-
nations, as well as the MSE between the manipulated data and the
original data. Our results are presented in Figure 31 and Figure 32,
where a smaller MSE indicates greater similarity.

Our experiments demonstrate that most explanation methods
can be manipulated by adversarial attacks. As shown in Figure 31,
the MSE between explanation results and target explanations is
initially dissimilar when the iteration is 0, which can be attributed
to the different results produced by distinct explanation methods.
As the adversarial attack progresses iteratively, the MSE of explana-
tions decreases, indicating a convergence between the explanation
results of perturbed images and the target explanations. It is worth
noting that only Saliency and IG are attacked using gradient de-
scent, while SG-SQ-IG employs IG’s adversarial samples, and the
remaining explanation methods use Saliency’s adversarial sam-
ples. Despite these differences, the attack is generally successful
throughout the iterative process, except for Anchor [52], which
has a formal guarantee for stability, and LIME on CIFAR-10. Both
of these methods are stable but exhibit lower faithfulness in trend
tests. The mean trend test values of them are 0.23 and 0.51, respec-
tively. Interestingly, manipulating Tiny ImageNet seems easier than
CIFAR-10, likely due to the more diverse features in Tiny ImageNet,
which offer increased opportunities for manipulation. Figure 32
reveals that IG, with higher faithfulness, results in a larger MSE
between the perturbed image and the original image compared to
Saliency with lower faithfulness. This suggests that manipulating
IG is more challenging for adversarial attacks, as they require a
larger perturbation budget. Although high faithfulness explanation
methods demand a larger perturbation budget, they can still be
manipulated by adversarial attacks without being noticeable to
humans. Consequently, the development of an explanation method
exhibiting both high faithfulness and high stability is an essential
future research direction.
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Figure 30: Examples of adversarial attacks: In the case of CIFAR-10 and Tiny-ImageNet, the targeted explanations focus on
identifying important features as 4 × 4 and 24 × 24 squares in the upper left corner, respectively.
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Figure 31: MSE between explanation results and target explanations. A lower MSE means a higher similarity. Black-box
explanation methods are harder to manipulate than white-box explanation methods. Most explanation methods can be
manipulated, except Anchor and LIME in CIFAR-10.
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Figure 32: MSE between perturbed images and original images. A lower MSE means a higher similarity. Manipulating IG causes
a greater perturbation in the image than Saliency.
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